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4.1 Naïve Bayes Classifier

All Copyrights 

Dr. Natarajan Meghanathan 

natarajan.meghanathan@
jsums.edu 

Jackson State University



Conditional Probability 
Fundamentals

• Probability of an event: is the likelihood of the event to happen 
(in a scale of 0 to 1: 0 – not at all; 1 – will definitely happen)

• P(rain today) = 0.40; in a scale of 0 to 100, there is a 40% 
(0.40 in a scale of 0 to 1) chance for a rain today.

• P(A | B) is the probability for an event A to happen given that 
B has happened

– It is different from P(A) as well as P(B).
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• If not directly given, P(B) can be computed as follows where 
~A represents the case of A not happening.
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Conditional Probability: Example
• A lab has been testing patients for Covid with one of the two 

possible results: positive or negative. 

• The lab guarantees that their results are 99% accurate :
– i.e., if you have the disease, the result will be positive in 99 of 100 tests 

done; 

– likewise, if you do not have the disease, the result will be negative in 99 
of the 100 tests done). 

• Let 3% of the population actually have Covid.

• If the test taken for a person gives a positive result, what is the 
probability that the person has Covid?

• Given:

• P(Covid among the people) = P(a person has Covid) = 0.03

• P(a person does not have Covid) = 1-0.03 =0.97

• P(test result is positive | the person has Covid) = 0.99

• P(test result is negative | the person does not have Covid) = 0.99

• P(test result is positive | the person does not have Covid) = 0.01

• To find: P(the person has Covid | test result is positive).
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Conditional Probability: Example 
(continued)

• P(the person has Covid | test result is +ve)

= P(test result is +ve | the person has Covid) * P(the person has Covid)

--------------------------------------------------------------------------------------------

P(test result is +ve)

• P(test result is +ve) 

= P(test result is +ve | the person has Covid) * P(the person has Covid)

+ P(test result is +ve | the person does not have Covid) * P(the person 

does not have Covid)

= 0.99 * 0.03 + 0.01 * 0.97 = 0.0394

P(the person has Covid | test result is +ve) = 0.99 *0.03 / 0.0394       

P(the person has Covid | test result is +ve) = 0.7538 (~ 75%)
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Classification
• Supervised machine learning

• The “training” dataset comprises of data (a collection of 
features) and its classification to a particular class 
(binary: 0 or 1, sometimes multi-class: 0, 1, 2, 3, …)

• The goal of a classification algorithm is to build a model 
based on the training dataset and use it to predict the 
class for test data.
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Naïve Bayes Classifier

• Suitable for both binary and multi-class 
classification.

• Scalable and faster

• Can be easily trained on small dataset

• Assumes the features are independent

• More suitable if the features take 
categorical values rather than numerical 
values
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Notations and 
Terminologies

• Let there be a dataset X with ‘m’
features (a.k.a. dimensions) 
{denoted as X1, X2, …, Xm} and 
‘n’ records (indicated as X(1), 
X(2), …, X(n)) each belonging to a 
class in the set {0, 1} denoted by 
Y.

X(1)

X(2)

X(3)

X(7)

X(8)

:

:

For the set Y:

let the positive class (the class which 

we represent the not-normal class or 

behavior: say, having covid in the 

covid dataset) be denoted by ‘1’

the negative class (the class that 

represents normality or a normal behavior: 

say, not having covid in the covid

dataset) be denoted by ‘0’

X1 X2 X3 X4 Y
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Naïve Bayes Classifier
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Naïve Bayes Classifier (Example 1)

P( Covid-19 = Yes | X1 = No, X2 = No, X3 = Yes, X4 = Strong)

X1 X2 X3 X4

=            P(X1 = No, X2 = No, X3 = Yes, X4 = Strong | Yes) * P(Yes)

---------------------------------------------------------------------------------------------

P(X1 = No, X2 = No, X3 = Yes, X4 = Strong)

Let the test case be: X1 = No; X2 = No; X3 = Yes; X4 = Strong
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Naïve Bayes Classifier (Example 1)

P( Covid-19 = Yes | X1 = No, X2 = No, X3 = Yes, X4 = Strong)

X1 X2 X3 X4

= P(X1 = No | Yes) * P(X2 = No | Yes) * P(X3 = Yes | Yes) * P(X4 = Strong | Yes) * P(Yes)

-----------------------------------------------------------------------------------------------------------------------

P(X1 = No) * P(X2 = No) * P(X3 = Yes) * P(X4 = Strong)

Let the test case be: X1 = No; X2 = No; X3 = Yes; X4 = Strong
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Naïve Bayes Classifier (Example 1)

P( Covid-19 = Yes | X1 = No, X2 = No, X3 = Yes, X4 = Strong)

X1 X2 X3 X4

= 2/5 * 2/5 * 5/5 * 3/5 * 5/8

--------------------------------------- = 1.3653

4/8 * 3/8 * 5/8 * 3/8
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Naïve Bayes Classifier (Example 1)

P( Covid-19 = No | X1 = No, X2 = No, X3 = Yes, X4 = Strong)

X1 X2 X3 X4

= P(X1 = No | No) * P(X2 = No | No) * P(X3 = Yes | No) * P(X4 = Strong | No) * P(No)

-----------------------------------------------------------------------------------------------------------------------

P(X1 = No) * P(X2 = No) * P(X3 = Yes) * P(X4 = Strong)

All Copyrights 

Dr. Natarajan Meghanathan 

natarajan.meghanathan@
jsums.edu 

Jackson State University



Naïve Bayes Classifier (Example 1)

P( Covid-19 = No | X1 = No, X2 = No, X3 = Yes, X4 = Strong)

X1 X2 X3 X4

= 2/3 * 1/3 * 0/3 * 0/3 * 3/8

--------------------------------------- = 0

4/8 * 3/8 * 5/8 * 3/8

All Copyrights 

Dr. Natarajan Meghanathan 

natarajan.meghanathan@
jsums.edu 

Jackson State University



Naïve Bayes Example 1: 
Conclusions

P( Covid-19 = Yes | X1 = No, X2 = No, X3 = Yes, X4 = Strong) = 1.3653

P( Covid-19 = No | X1 = No, X2 = No, X3 = Yes, X4 = Strong) = 0

Hence, the person with features X1 = No, X2 = No, X3 = Yes, X4 = Strong

is predicted to have Covid
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Naïve Bayes Classifier (Example 2)
X1 X2 X3

X1 X2 X3

P(Flu = Y | X1 = Y, X2 = N, X3 = Y) 

[P(X1 = Y | Flu = Y) * P(X2 = N | Flu = Y) * P(X3 = Y | Flu = Y)] * P(Flu = Y)

= ---------------------------------------------------------------------------------------------------------

P(X1 = Y) * P(X2 = N) * P(X3 = Y)

P(Flu = Y | X1 = Y, X2 = N, X3 = Y) 

[2/3 * 1/3 * 2/3] * 3/6
= ---------------------------------- = 0.5926

3/6 * 3/6 * 3/6
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Naïve Bayes Classifier (Example 2)
X1 X2 X3

X1 X2 X3

P(Flu = N | X1 = Y, X2 = N, X3 = Y) 

[P(X1 = Y | Flu = N) * P(X2 = N | Flu = N) * P(X3 = Y | Flu = N)] * P(Flu = N)

= ---------------------------------------------------------------------------------------------------------

P(X1 = Y) * P(X2 = N) * P(X3 = Y)

P(Flu = N | X1 = Y, X2 = N, X3 = Y) 

[1/3 * 2/3 * 1/3] * 3/6

= --------------------------------- = 0.2963 < 0.5926: P(Flu = Y)
3/6 * 3/6 * 3/6

Hence, given X1 = Y, X2 = N, X3 = Y,

the person is predicted to have a Flu
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Naïve Bayes Classifier (Example 3)
X1 X2 X3

X1 X2 X3

P(Flu = Y | X1 = N, X2 = Y, X3 = N) 

[P(X1 = N | Flu = Y) * P(X2 = Y | Flu = Y) * P(X3 = N | Flu = Y)] * P(Flu = Y)

= ---------------------------------------------------------------------------------------------------------

P(X1 = N) * P(X2 = Y) * P(X3 = N)

P(Flu = Y | X1 = N, X2 = Y, X3 = N) 
[1/3 * 2/3 * 1/3] * 3/6

= -------------------------------- = 0.2963 
3/6 * 3/6 * 3/6
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Naïve Bayes Classifier (Example 3)
X1 X2 X3

X1 X2 X3

P(Flu = N | X1 = N, X2 = Y, X3 = N) 

[P(X1 = N | Flu = N) * P(X2 = Y | Flu = N) * P(X3 = N | Flu = N)] * P(Flu = N)

= ---------------------------------------------------------------------------------------------------------

P(X1 = N) * P(X2 = Y) * P(X3 = N)

P(Flu = N | X1 = N, X2 = Y, X3 = N) 
[2/3 * 1/3 * 2/3] * 3/6

= -------------------------------- = 0.5926 > P(Flu = Y | X1 = N, X2 = Y, X3 = N)
3/6 * 3/6 * 3/6

Hence, given X1 = N, X2 = Y, X3 = N,

the person is predicted to NOT have a Flu
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Naïve Bayes Classifier: Example 4

• We have data on 1000 patients. They were diagnosed to 
be Flu, Allergy or other Disease using the three 
symptoms as shown below. We will use this to predict 
the type of any new patient we encounter.

Test Case: Fever – Yes, Sneezing - No, and Runny Nose - Yes

P(Flu) = 500/1000 = 0.5 P(Allergy) = 300/1000 = 0.3   P(Other) = 200/1000 = 0.2

P(Fever: Yes) = 500/1000 = 0.5 P(Fever: No) = 500/1000 = 0.5
P(Sneezing: Yes) = 650/1000 = 0.65 P(Sneezing: No) = 350/1000 = 0.35
P(Runny Nose: Yes) = 800/1000 = 0.8 P(Runny nose: No) = 200/1000 = 0.2

All Copyrights 

Dr. Natarajan Meghanathan 

natarajan.meghanathan@
jsums.edu 

Jackson State University



Naïve Bayes Classifier: Example 4

Test Case: Fever – Yes, Sneezing - No, and Runny Nose - Yes

P(Flu | Fever – Yes, Sneezing – No and Runny Nose – Yes)

= (400/500) * (150/500) * (450/500) * (500/1000)
------------------------------------------------------------------- = 0.7714 (Flu)

(500/1000) * (350/1000) * (800/1000)

P(Flu | Fever – Yes, Sneezing – No and Runny Nose – Yes)

= P(Fever – Yes| Flu) * P(Sneezing – No | Fu) * P(Runny Nose – Yes|Flu)* P(Flu)

-----------------------------------------------------------------------------------------------------------

P(Fever – Yes) * P(Sneezing – No) * P(Runny Nose - Yes)

All Copyrights 

Dr. Natarajan Meghanathan 

natarajan.meghanathan@
jsums.edu 

Jackson State University



Naïve Bayes Classifier: Example 4

Test Case: Fever – Yes, Sneezing - No, and Runny Nose - Yes

P(Allergy | Fever – Yes, Sneezing – No and Runny Nose – Yes)

= (0/300) * (150/300) * (300/300) * (300/1000)
------------------------------------------------------------------- = 0.0 (Allergy)

(500/1000) * (350/1000) * (800/1000)

P(Allergy | Fever – Yes, Sneezing – No and Runny Nose – Yes)

= P(Fever – Yes| Allergy) * P(Sneezing – No | Allergy) * P(Runny Nose – Yes| 

Allergy)* P(Allergy)

-----------------------------------------------------------------------------------------------------------

P(Fever – Yes) * P(Sneezing – No) * P(Runny Nose - Yes)
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Naïve Bayes Classifier: Example 4

Test Case: Fever – Yes, Sneezing - No, and Runny Nose - Yes

P(Other | Fever – Yes, Sneezing – No and Runny Nose – Yes)

= (100/200) * (50/200) * (50/200) * (200/1000)
------------------------------------------------------------------- = 0.0446 (Other)

(500/1000) * (350/1000) * (800/1000)

P(Other | Fever – Yes, Sneezing – No and Runny Nose – Yes)

= P(Fever – Yes| Other) * P(Sneezing – No | Other) * P(Runny Nose – Yes| 

Other)* P(Other)

-----------------------------------------------------------------------------------------------------------

P(Fever – Yes) * P(Sneezing – No) * P(Runny Nose - Yes)
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Naïve Bayes Classifier: Example 4
Conclusions

Test Case: Fever – Yes, Sneezing - No, and Runny Nose - Yes

P(Flu | Fever – Yes, Sneezing - No, and Runny Nose - Yes) = 0.7714

P(Allergy | Fever – Yes, Sneezing - No, and Runny Nose - Yes) = 0.0

P(Other | Fever – Yes, Sneezing - No, and Runny Nose - Yes) = 0.0446

Hence, the person is predicted to have a Flu
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4.2 Logistic Regression
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Decision Boundary (Linear)

The classifiers vary on the basis of how the decision boundary is identified/

constructed based on the training dataset and how it is used to classify test data
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Other Decision 
Boundaries

Non-linear

decision 

boundary

Dosage (mg)
of a medicine

Not cured Not curedcured

A decision boundary that can be modeled

only if we were to scale-up the dimensions
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Online Calculator for Logistic 

Regression

https://stats.blue/Stats_Suite/logistic_regression_calculator.html
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C-Reactive Protein (CRP) Dataset

X(1)

X(2)

X(3)

X(11)

X(12)

:

:

:

:

:

X1 X2 Y
C-Reactive Protein (CRP) is a 

protein whose concentration in 

the blood increases when there 

is inflammation in the body in 

response to infections due to 

bacteria, virus, etc. 

The body temperature is also high

in case of infections.

The CRP levels and raise in 

body temperature are more in case

of bacterial infections (class 1) 

compared to virus infections (class 0)
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Hypothesis Representation
• Given a dataset X(n, m) with ‘n’ records and ‘m’ features, 

we will train the dataset to fit a model 
z = Θ0 + Θ1X1 + Θ2X2 + … + ΘmXm

where Θ = [Θ0, Θ1, Θ2, …, Θm] is the parameter vector.

• We will then map z to a scale of 0…1 using the following 
sigmoid function that represents the hypothesis hΘ(X) 

z
e

zgXh
−Θ

+
==

1

1
)()(

• For mathematical simplicity and ease of representation, 
we will represent the feature vector as X = [X0 = 1, X1, X2, 
…, Xm] and represent the computation of z as the dot 
product of the vectors Θ and X.

• i.e., z = ΘX = [Θ0, Θ1, Θ2, …, Θm]•[1, X1, X2, …, Xm]

• i.e., z = Θ0 + Θ1X1 + Θ2X2 + … + ΘmXm
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Hypothesis and Example
• We can thus compute the hypothesis as:

• For the ith record X(i), we will then compute 

( )mm XXX
e

XgXh
θθθθ ++++−Θ

+
=∗Θ=

...221101

1
)()(

For example, if Θ0 = -867.5885, Θ1 = 3.6152 and Θ2 = 19.5431 for the

CRP dataset (to classify bacteria vs. virus infection), for the 10th record 

with feature vector X(10) = [X0
(10) = 1, X1

(10) = 60.4, X2
(10) = 39.4] and 

class Y(10) = 1,

( ))()(
22

)(
110 ...

)()(

1

1
)()(

i
mm

ii
XXX

ii

e
XgXh

θθθθ ++++−Θ

+
=∗Θ=

( )
( )

1
1

1

1

1
7677.1204.39*5431.194.60*6152.35885.867

)10(
=

+
=

+
=

−++−−Θ
ee

Xh
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Sigmoid Function
z

e
zg

−
+

=
1

1
)(

z > 0z < 0

We can thus interpret the nature of the sigmoid function as more the value of z > 0,

the more closer is the sigmoid function value to 1 and likewise lower the value of z < 0,

the more closer is the value of the function to 0.

All Copyrights 

Dr. Natarajan Meghanathan 

natarajan.meghanathan@
jsums.edu 

Jackson State University



Interpretation of the Hypothesis
• The value of the hypothesis function 

hΘ(X) is the estimated probability 
that Y = 1 for the input X.

• In other words, for a record X(i), 
hΘ(X

(i)) is the estimated probability 
that Y(i) = 1 (irrespective of the 
actual value of Y(i)) for the input X(i).

• In our previous example, for X(10) in 
the CRP dataset, hΘ(X

(10)) = 1 is the 
estimated probability that Y(10) = 1 
and it aligns well with the actual 
class Y(10) = 1.

• Consider the fourth record X(4) = [1, 
21.4, 39.4] in the CRP dataset.  

( )
( )

9

)2333.20(4.39*5431.194.21*6152.35885.867

)4(
10*6357.1

1

1

1

1 −

−−++−−Θ =
+

=
+

=
ee

Xh

1.6357*10-9 is the estimated probability that Y(4) = 1
i.e., 1 – 1.6357*10-9 ~ 1 is the estimated probability that Y(4) = 0 and 
it aligns well with the actual class Y(4) = 0 
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Example run on the CRP dataset
• Θ0 = -867.5885, Θ1 = 3.6152 and Θ2 = 19.5431

If g(z) > 0.5, the predicted class is 1

If g(z) < 0.5, the predicted class is 0
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Interpreting the Decision Boundary
(for the CRP dataset)

• Through Gradient Descent, we found:

ΘX = -867.5885 + 3.6152*X1 + 19.5431*X2

• If ΘX = 0, we will have: 5.0
11

1

1

1
)(

0
=

+
=

+
=

−Θ
e

Xh

ΘX = -867.5885 + 3.6152*X1 + 19.5431*X2 = 0

3.6152*X1 + 19.5431*X2 = 867.5885

Let X1 = 0 � 19.5431*X2 = 867.5885 � X2 = 44.39

Let X2 = 0 � 3.6152*X1 = 867.5885 � X1 = 239.98

In the (X1, X2) coordinate system, the decision boundary -
-867.5885 + 3.6152*X1 + 19.5431*X2 = 0

intersects the X1 axis at (239.98, 0) & the X2 axis at 
(0, 44.39)
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Interpreting the Decision Boundary
(for the CRP dataset)

ΘX = -867.5885 + 3.6152*X1 + 19.5431*X2 = 0

z = ΘX > 0

5.0)()( >=
Θ

Xhzg

ΘX < 0

5.0)( <
Θ

Xh
X1

X2

The further a data point (X1, X2) from the 

decision boundary, the more likely that it 

is going to be correctly classified.
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Interpreting the Decision Boundary
(for the CRP dataset)

ΘX = -867.5885 + 3.6152*X1 + 19.5431*X2 = 0

X1

X2

(239.98, 0)

(0, 44.39)
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Ex-2: Prostate Cancer Antigen 
(PSA) Dataset 

PSA Prostate

Level Cancer 

(1-Yes; 0 – No)

Actual   Pred

--------------------------------

3.8 1 1

3.4 1 1

2.9 1 1

2.8 1 1

2.7 1 1

2.1 1 1

1.6 1 0

2.5 0 1

2 0 0

1.7 0 0

1.4 0 0

1.2 0 0
0.9 0 0
0.8 0 0

From the online calculator, 

ΘX = -5.7544 + 2.7469*X1

To find the decision boundary, set ΘX = 0

-5.7544 + 2.7469*X1 = 0

X1 = 5.7544/2.7469 = 2.0948

0            1           2            3           4            5

X1

-5.7544 + 2.7469*X1 > 0

i.e., 2.7469*X1 > 5.7544

X1 > 2.0948

-5.7544 + 2.7469*X1 < 0

i.e., 2.7469*X1 < 5.7544

X1 < 2.0948
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Logistic Regression for Multi-

class Classification

We find the parameters for 

dataset versions featuring a 

particular class vs. rest
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Ex-3: Multi-class Dataset

Actual

Class 3

Actual

Class 2

Actual

Class 1

X1

X2All Copyrights 
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Ex-3 (1): Binary Classification

Binary

Class 0

Binary

Class 0

Binary

Class 1

Actual Class 1 vs. rest: Replace 

Actual Class 1 with Binary Class 1 

and the other classes with Binary Class 0

Parameter Values for 
Decision Boundary

Θ0 = 724.9637 

Θ1 = -196.163 

Θ2 = 0.2306
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Ex-3 (2): Binary Classification

Binary

Class 0

Binary

Class 1

Binary

Class 0

Actual Class 2 vs. rest: Replace 

Actual Class 2 with Binary Class 1 

and the other classes with Binary Class 0

Parameter Values for 
Decision Boundary

Θ0 = -178.489

Θ1 = 84.3611 

Θ2 = -68.1207
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Ex-3 (3): Binary Classification

Binary

Class 1

Binary

Class 0

Binary

Class 0

Actual Class 3 vs. rest: Replace 

Actual Class 3 with Binary Class 1 

and the other classes with Binary Class 0

Parameter Values for 
Decision Boundary

Θ0 = -125.585

Θ1 = -6.6405

Θ2 = 58.9069
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Θ0 = 724.9637 

Θ1 = -196.163 

Θ2 = 0.2306

Θ0 = -125.585

Θ1 = -6.6405

Θ2 = 58.9069

Θ0 = -178.489

Θ1 = 84.3611 

Θ2 = -68.1207

Parameter Decision Boundaries

Class 1 Class 2 Class 3

Actual
Class 3

Actual

Class 2

Actual

Class 1

(3.5, 3)

(4.2, 3)

(4.2, 1.8)

Ex-3 (4): 
Testing

z = ΘX = Θ0 + Θ1*X1 + Θ2*X2
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4.3 DBSCAN Clustering
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Clustering

• Unsupervised machine learning

• Given a set of data points, we want to 
identify clusters (of at least certain 
minimum number of data points in each 
cluster) such that a data point is more 
closer to other data points within its home 
cluster compared to data points in other 
clusters. 
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Density-based Spatial Clustering of 
Applications with Noise (DBSCAN)

• DBSCAN detects clusters based on the density of the 
data points.
– Given a set of points in some space, it groups together points 

that are closely packed.

– Detects outliers that are farther away from the rest of the data
points.

• The algorithm operates based on two parameters: eps
(ε) and minPts (k).
– minPts is the minimum number of data points within a cluster

– eps (ε) is the radius of the neighborhood used for cluster 
expansion

• The value of minPts (k) is typically twice the number of 
dimensions in the dataset.

• Given a value for minPts (k), the value for eps (ε) is 
determined using the k-distance graph (explained in the 
next few slides)
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DBSCAN: Preliminary Steps
• Normalize the feature values of the dataset, each in a scale of 0 to 1, 

– Preferable to use the square root of the sum of the squares approach for 
normalization.

• Determine the pair wise distance between the data points in the 
normalized space.
– Use the Euclidean distance measure.

• For a given value of minPts (k), determine for each data point (say, i): 
the average distance (kavg-dist(i)) of the first k-nearest neighbors of i.

• Sort the kavg-dist values of the data points and plot the sorted values 
(to obtain the k-distance graph).

• The eps (ε) value to be used for clustering is the kavg-dist value at 
which there is a steep increase in the slope of the k-distance graph.

• For each data point, find the neighbor data points that are at a
distance less than or equal to eps (ε), referred to as ε-neighborhood.

• A data point is a core (c) point if there are at least minPts neighbors 
within the eps (ε) distance, including itself.

• A data point is a non-core (nc) point if there are less than minPts
neighbors within the eps (ε) distance, including itself.
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DBSCAN: Clustering Steps
• Start from a randomly chosen core point (that has been 

not yet chosen for clustering) to be part of a new cluster 
and include its ε-neighborhood in the cluster.
– Call the ε-neighborhood data points added to the cluster as the 

auxiliary points.

– Go through the list of auxiliary data points, one at a time. 
• If an auxiliary data point is a core point whose ε-neighborhood is not 

yet included in any cluster, its ε-neighborhood is added to the 
growing cluster. 

• Continue the above steps as long as there is at least one 
core point that has been not yet chosen for clustering.

• The algorithm stops when all the core points have been 
explored.

• The non-core data points that are not part of any cluster 
at the time of the termination of the algorithm are 
referred to as outliers.
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Advantages of DBSCAN

• Can detect clusters of arbitrary 
shapes, including non-convex 
clusters
– A cluster is a non-convex cluster if the 

line connecting two data points within 
the cluster goes through some other 
cluster.

• Can be used for outlier detection

• Can be used for contact tracing

• Can automatically detect the 
appropriate number of clusters in 
the dataset
– Unlike, K-means clustering for which the 

number of clusters (K) needs to be 
specified a priori.
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DBSCAN: Example 1

X ����

Y

Visualization of the raw dataset 

Consider the following dataset as the (X, Y) coordinates of the rooms 
occupied by flu-infected students in a dormitory. Determine the clusters among

the co-ordinates.

All Copyrights 

Dr. Natarajan Meghanathan 

natarajan.meghanathan@
jsums.edu 

Jackson State University



Ex-1 (1): Normalization Step

X ����

Y
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Ex-1 (2): Pair wise Distances
Kavg

distances

# dimensions = 2

minPts = 2*# dimensions = 4

K = minPts = 4 (for determining the Kavg distances)

The closest K = 4 pair wise distances for each data point are highlighted

and their average is determined

Note: You can use the PairwiseDistance.jar file (passed with the dataset) 

to get the pairwise distances.
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Ex-1 (3): Elbow Method to 
Determine eps (ε)

• Plot the sorted order of the kavg distances of the data points and 
identify the kavg value beyond which there is a steep increase in the 
slope.

eps (ε) 

= 0.1525

Sorted order of
the Kavg

Pair wise distances
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Ex-1 (4): ε-Neighborhood and 
Core/Non-core Data Points
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A data point is a

Core/C point if

1+|ε-Neighborhood|

is >= minPts (4)

Otherwise, it is a
Non-core/nc point
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Ex-1 (5): Cluster 1

Start with a randomly chosen core point (say, data point # 4) and grow 

the cluster based on ε-Neighborhood by exploring the core points included

C1 = {4}

C1 = {4, 2, 3, 5}

C1 = {4, 2, 3, 5, 1}

The growth of cluster C1 stops here as 3, 5 and 1 are all non-core/nc points.
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Ex-1 (5): Cluster 2

Start with a randomly chosen core point among the remaining core points.

In this case, there is only one core point (# 7) left. Pick 7 for inclusion in Cluster 2

and grow the cluster based on ε-Neighborhood by exploring the core points 

included

C2 = {7}

C2 = {7, 6, 8, 9}

C2 = {7, 6, 8, 9, 10}
The growth of cluster C2 stops here.
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Ex-1: 
DBSCAN 
Clusters

X ����

Y
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Ex-2: CRP Data Clustering

CRP ����

Temp
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Ex-2 (1): Normalization Step

Temp

CRP ����
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Ex-2 (2): Pair wise Distances
Kavg
distances

# dimensions = 2

minPts = 2*# dimensions = 4

K = minPts = 4 (for determining the Kavg distances)

The closest K = 4 pair wise distances for each data point are highlighted

and their average is determined
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Ex-2 (3): Elbow Method to 
Determine eps (ε)

• Plot the sorted order of the kavg distances of the data points and 
identify the kavg value beyond which there is a steep increase in the 
slope.

eps (ε) 

= 0.0775

Sorted order of
the Kavg

Pair wise distances
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Ex-2 (4): ε-Neighborhood and 
Core/Non-core Data Points
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A data point is a

Core/C point if

1+|ε-Neighborhood|

is >= minPts (4)

Otherwise, it is a
Non-core/nc point
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Ex-2 (5): Cluster 1

Start with a randomly chosen core point (say, data point # 7) and grow 

the cluster based on ε-Neighborhood by exploring the core points included

C1 = {7}

C1 = {7, 1, 9, 11}
C1 = {7, 1, 9, 11}
The growth of cluster C1 stops here as 1 and 9 are non-core/nc points.

All Copyrights 

Dr. Natarajan Meghanathan 

natarajan.meghanathan@
jsums.edu 

Jackson State University



Ex-2 (5): Cluster 2

Start with a randomly chosen core point among the remaining core points (2, 

5 and 12). Lets say, we pick data point 5 and grow the cluster based on 

ε-Neighborhood by exploring the core points included

C2 = {5}
C2 = {5, 2, 6, 12}
C2 = {5, 2, 6, 12}
C2 = {5, 2, 6, 12, 4}  STOP!
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Ex-2 (5): Outliers

There are no more core points that can be considered for cluster formation.

All the remaining non-selected data points (3, 8 and 10) are non-core/nc points. 

They are considered as outliers.
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Ex-2: Clusters 1 and 2, Outliers

CRP ����

Temp
1

2
3

4

5

6

7

8

9

10

11

12

C1 = {7, 1, 9, 11}

C2 = {5, 2, 6, 12, 4}

Outliers = {3, 8, 10}
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